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Numerical evidence of fluctuating
stripes in the normal state of high-Tc
cuprate superconductors
Edwin W. Huang,1,2* Christian B. Mendl,2 Shenxiu Liu,1,2 Steve Johnston,3,4

Hong-Chen Jiang,2 Brian Moritz,2,5 Thomas P. Devereaux2,6*

Upon doping, Mott insulators often exhibit symmetry breaking where charge carriers and
their spins organize into patterns known as stripes. For high–transition temperature
cuprate superconductors, stripes are widely suspected to exist in a fluctuating form. We
used numerically exact determinant quantum Monte Carlo calculations to demonstrate
dynamical stripe correlations in the three-band Hubbard model, which represents the
local electronic structure of the copper-oxygen plane. Our results, which are robust to
varying parameters, cluster size, and boundary conditions, support the interpretation
of experimental observations such as the hourglass magnetic dispersion and the Yamada
plot of incommensurability versus doping in terms of the physics of fluctuating stripes.
These findings provide a different perspective on the intertwined orders emerging from the
cuprates’ normal state.

R
ecent experiments have established charge
stripes as universal in underdoped cuprate
superconductors (1, 2). In contrast, no con-
sensus exists regarding the universality of
spin stripes, which are present and inti-

mately tied to charge stripes inmany dopedMott
insulators (1, 3–5) but are absent, at least in the
static long-range form, in the majority of cup-
rates. Whether spin stripes exist in a more subtle
fluctuating form in these cuprates remains an
open and controversial question, of importance
because of theoretical proposals suggesting a link
between fluctuating stripes and the mechanism
of high-Tc superconductivity (6–10). The evidence
for fluctuating spin stripes in the cuprates has
revolved around ubiquitous observations of an
hourglass-shapedmagnetic excitation spectrum
(11, 12). Its presence both in compounds that ex-
hibit static stripe order (13) and in those that do
not (14, 15) finds a natural explanation in the con-
cept of fluctuating stripes (9, 16). However, alter-
native interpretations based on itinerant electrons
exist (17), and conclusive experimental evidence for
fluctuating stripes remains elusive. Characteriz-
ing the nature of stripes in microscopic models

provides an important alternative lens for inves-
tigating the physics of stripes in the cuprates.
Earlymean-field studies of theHubbardmodel

(18, 19) have revealed some essential attributes of
stripes: a propensity for doped holes to aggregate
into lines of charge that correspond to antiphase
boundaries of antiferromagnetic domains. Since
then, more sophisticated methods also have sub-
stantiated the presence of charge and spin stripes
in the ground state of theHubbardmodel (20–23),
including recent tensor network studies indicat-
ing that charge stripes anduniform superconduct-
ing states have very close ground-state energies
(24). These efforts have investigated only ground-
state properties; stripe phenomena in the dis-
ordered phase and the role of thermal fluctuations
have received less attention. Furthermore, existing
numerically exact finite-temperature calculations
of the doped Hubbard model show only short-
range antiferromagnetism and no sign of incom-
mensurate spin or charge ordering (25). However,
these studies are limited by cluster sizes smaller
than the expected stripe periodicity. Here, we used
numerically exact determinant quantumMonte
Carlo (DQMC) simulations on substantially larger
rectangular clusters than those used in previous
studies. The horizontal dimensions are large
enough to supportmultiple stripe domains, miti-
gating boundary effects thatmay frustrate striped
correlations; the total system size is kept suffi-
ciently small to be computationally tractable and
to avoid anunmanageable signproblem (26). Com-
paring our results with density matrix renormal-
ization group (DMRG) simulations on identical
systems allowed us to connect zero- and finite-
temperature results to fully characterize the pres-
ence of stripes.

We chose a three-band Hubbard model of a
Cu-O plane, defined by the Hamiltonian

H ¼
X

ij;s

tij
�
c†i;scj;s þ h:c:

�� m
X

i;s

ni;s þ

Dpd

X

p;s

np;s þ
X

i

Uini;↑ni;↓ ð1Þ

where the hopping integral tij for the bond hiji
between orbitals i and j is ±tpd for nearest-
neighbor copper-oxygen bonds and ±tpp for next-
nearest-neighbor oxygen-oxygen bonds. The
chemical potential m controls the overall doping,
and the charge transfer energy Dpd introduces
a site energy on oxygen orbitals p. The local
Coulomb interaction Ui on orbital i is Ud for
copper orbitals and Up for oxygen orbitals. We
used the parameters Ud = 6 eV, Up = 0, tpd =
1.13 eV, tpp = 0.49 eV, and Dpd = 3 eV. The
DQMC simulation temperature was set to T =
1/12 eV ≈ 970 K; lower temperatures led to a
prohibitively severe sign problem. See (27) for
details, including an exploration of a range of
parameters consistent with those found in the
literature that yield good agreement with ex-
periments (28).
Figure 1 presents the real-space, equal-time spin

correlation function from our finite-temperature
DQMC simulations, defined as S(i, j) = hSz(i)
Sz( j)i, where Sz(i) = (ni,↑ – ni,↓)/2 is the z com-
ponent of the spin on the copper orbital of unit
cell i. Correlations equivalent by the translational
symmetry of the periodic cluster are averaged and
plotted as S(r) = (1/N)Si=j+rS(i, j), where N = 64
is the number of unit cells in the 16 × 4 cluster.
In the undoped state with one hole per unit cell
(Fig. 1A), as in prior studies, copper spin corre-
lations are dominated by commensurate antifer-
romagnetism, evident through the checkerboard
pattern in the spin correlation function or equiv-
alently the uniform phase of the staggered spin
correlation function S�ðrÞ ¼ ð�1Þrxþry SðrÞ. At a
hole doping of p = 0.042 (Fig. 1B), where the
doped holes predominantly reside on oxygen or-
bitals, antiferromagnetism persists but with de-
creased correlation length. Further doping reveals
copper spin correlations that do not simply decay
but exhibit periodic phase inversions. This can be
seen in the pattern of the staggered spin corre-
lation functions of Fig. 1B, where regions of uni-
form signs are separated by distinct antiphase
domain walls. The presence of such domain walls
is a definitive signature of stripe ordering, and
their periodicity of approximately (2p)–1 agreeswith
results from previous work (23) and presents a
direct confirmation of stripe behavior in the dis-
ordered phase. To illustrate the stripes’ fluctuat-
ing nature, we performed a direct comparison
between DQMC and ground-state DMRG sim-
ulations with identical model parameters and
cluster geometry.
For the comparison, we used a cluster with

periodic boundaries in the four–unit cell vertical
direction and open boundaries in the horizontal
direction to break horizontal translational sym-
metry and potentially pin any stripe ordering.
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Figure 2A shows the staggered copper spin cor-
relation function S�ði; jÞ ¼ ð�1Þix�jxþiy�jy Sði; jÞ
calculated by DMRG for a hole doping of p = 0.125.
Here, antiphase domains with periodicity sim-
ilar to that in the p = 0.125 panel of Fig. 1B are
present. By varying the reference point of the
correlation function, it is clear that the locations
of the phase inversions are pinned by the open

boundaries, corresponding to a picture of static
stripes. We note that for some reference points,
the nearest domain walls are sometimes shifted
by one unit cell with respect to those seen for
other reference points, owing to contributions
from short-ranged antiferromagnetic correla-
tions; however, the pinned locations of the
domain walls are immediately clear by com-

paring with the panels for the other reference
points.
This behavior stands in sharp contrast to the

results from our finite-temperature DQMC sim-
ulations with the same open boundary conditions
andmodel parameters (Fig. 2B). In every panel of
Fig. 2B, the structure and periodicity of the do-
main walls relative to the reference point are
nearly identical to what is seen in the periodic
boundary result of Fig. 1B. This qualitative de-
parture from the ground-state behavior seen in
the DMRG simulations demonstrates that at suf-
ficiently high temperature, stripes are delocalized
and fluctuating rather than pinned by the open
boundaries. For the temperature of the DQMC
simulation, a lack of static long-range stripes (as
in the DMRG results) is not surprising. Seeing
vestigial signatures of the ordered phase in Figs. 1B
and 2B is far less expected and provides compel-
ling evidence for the widespread nature of
fluctuating stripes in the three-band model.
The elevated temperatures where stripe corre-

lations are seen imply surprisingly strong stripe
correlations over a broad doping range. As shown
in (27), stripe order is robust to different choices
of Hubbard model parameters (figs. S1 and S2).
Moreover, stripe order persists for larger rectan-
gular clusters (figs. S3 and S4), and additional
stripes begin to develop as the transverse dimen-
sion increases (8 × 8 and 10 × 10; fig. S5). This is
consistent with DMRG results showing strong
stripe tendencies for larger cluster sizes (20, 21),
indicating that our observations are not artifacts
of our choice of cluster geometry. The fact that
the DMRG and DQMC results are consistent with
each other corroborates the usefulness of both
methods and confirms the robustness of themea-
sured stripe phenomena.
To draw a closer connection to experimental

results, we calculated the dynamical spin struc-
ture factor S(Q ,w) by analytically continuing our
DQMCdata using themaximumentropymethod,
which is regarded as a standard procedure for
extracting real-frequency spectra from imaginary-
time data (29). Figure 3 displays the calculated
spectra along a horizontal cut through the anti-
ferromagnetic orderingwave vector (p, p), in units
where the lattice constant a = 1. We first consider
the undoped spectra (Fig. 3A) as a reference.
Despite the broadening effects of the temper-
ature (T = 1/12 eV ≈ 1/4 J ) and finite cluster size,
the structure factor exhibits a clear intensity peak
and minimum in dispersion at (p, p), as expected
in linear spin wave theory for antiferromagnets.
Upon hole doping (Fig. 3, B to F), although the
high-energy portions are unaffected, the soft ex-
citations at and nearest to (p, p) lose spectral
weight while hardening, corresponding to the
increase in the singlet-triplet gap and the de-
struction of antiferromagnetic ordering. In the
intermediate region, at wave vectors with in-
commensurability corresponding to the real-
space periodicity in Fig. 1B, a qualitatively distinct
behavior emerges. In particular, at Q = (3p/4, p)
and Q = (5p/4, p) (corresponding to period-4
antiphase domain walls), systematically tracking
the evolution of the structure factor with doping
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Fig. 1. Stripes in the three-band Hubbard
model at T = 1/12 eV. Shown are various
correlation functions for copper orbitals
obtained by DQMC calculations on a 16 × 4
cluster with fully periodic boundaries at a
temperature of T = 1/12 eV. Small yellow dots
indicate positions of oxygen orbitals in the
cluster. (A) Undoped case. Top: Spin correlation
function S(r). Bottom: Staggered spin correla-
tion function S*(r) (sign of the correlation
function inverted on every other lattice vector).
(B) Staggered spin correlation functions for a
range of hole doping. Dashed green lines indicate approximate locations of antiphase domain walls.
All correlations are nonzero by at least two standard errors (typically 4 × 10–6).
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Fig. 2. Comparison of static stripes (T = 0) and fluctuating stripes (T = 1/12 eV). (A and B)
Staggeredspin correlation function S*(i, j) for copper orbitals from a DMRG simulation (A) and a DQMC
simulation (B). Both simulations were run with identical model parameters in a 16 × 4 cluster with
open left and right boundaries and periodic vertical boundaries, at p = 0.125 hole doping. Open
boundaries are terminated by oxygen orbitals, as in (23). Boxes indicate reference points i, which
are inequivalent owing to the broken translational symmetry; axes denote site j. Colors, dashed
lines, and yellow dots are as in Fig. 1. Correlations are averaged over points equivalent by symmetry.
In (B), correlations showing a plus or minus sign are nonzero by at least two standard errors
(typically 5 × 10–6).
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in Fig. 3G reveals that until roughly 0.125 hole
doping, the spectral weight is maintained while
the excitations soften. As the low-energy intensity
peak originally at (p, p) continues to bifurcate,
further doping beyond 0.125 results in harden-
ing and loss of spectral weight at Q = (3p/4, p)
and Q = (5p/4, p).
This nonmonotonic behaviormotivates a com-

parison to the universal hourglass spectrum seen
in inelastic neutron scattering. In Fig. 4A, we plot
the center positions of momentum distribution
curve (MDC) fits (27) to our calculated structure

factor for 0.125 hole doping together with experi-
mental data from three compounds, similarly
derived from MDC fits but taken at lower tem-
peratures (typically 10 K). The high-energy exci-
tations at w > 0.6 J show good agreement with
the neutron scattering data. For lower energies,
our MDC fits do not resolve the neck of the
hourglass; this is to be expected given the high
temperature and limited momentum resolution
of the DQMC simulation. The energy distribution
curve (EDC) fits, however, correctly resolve the
collection of spectral intensity around w = 0.5 J.

With this in mind, the low-energy incommen-
surability agrees reasonably well with the ex-
perimental results. Furthermore, the doping
dependence of the incommensurability e [defined
as the separation of the w = 0 peaks in Fig. 4B
from Q = (p, p), divided by 2p] follows a trend
similar to the points of the Yamada plot (12, 30)
(Fig. 4C). The correspondencewithwell-established
experimental results implies that the three-band
Hubbard model may be capable of capturing
the microscopic features necessary to understand
essential collective properties of the cuprates.
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The idea that thermal and quantum fluctua-
tions cause static stripes to melt into a fluctuat-
ing state with dynamic correlations has often
been discussed theoretically (6, 9, 16), but the
experimental evidence remains sparse and sel-
dom direct (31). Our state-of-the-art numerical
calculations have shown that in the disordered
phase, stripes maintain their characteristic anti-
phase behavior and periodicity in a fluctuating
form, while being robust to variations in param-
eters, cluster size, and boundary condition. The
fluctuating stripe order observed up to such high
temperatures is a strong piece of corroborating
evidence that these phenomena are strong enough
to affect all electronic properties in the phase dia-
gram. Inparticular, theymayhave a bearing on the
controversy in previous studies (24) over the true
ground state of microscopic models for cuprates; a
benchmark of dynamical properties determined
numerically is highly desired to go beyond com-
parisons of solely static properties (32).

REFERENCES AND NOTES

1. J. M. Tranquada, B. J. Sternlieb, J. D. Axe, Y. Nakamura,
S. Uchida, Nature 375, 561–563 (1995).

2. R. Comin, A. Damascelli, Annu. Rev. Condens. Matter Phys. 7,
369–405 (2016).

3. J. M. Tranquada, D. J. Buttrey, V. Sachan, J. E. Lorenzo,
Phys. Rev. Lett. 73, 1003–1006 (1994).

4. I. A. Zaliznyak, J. P. Hill, J. M. Tranquada, R. Erwin, Y. Moritomo,
Phys. Rev. Lett. 85, 4353–4356 (2000).

5. A. P. Ramirez et al., Phys. Rev. Lett. 76, 3188–3191 (1996).
6. V. J. Emery, S. A. Kivelson, O. Zachar, Phys. Rev. B 56,

6120–6147 (1997).
7. S. Kivelson, E. Fradkin, V. Emery, Nature 393, 550–553 (1998).
8. J. Zaanen, O. Y. Osman, H. V. Kruis, Z. Nussinov, J. Tworzydlo,

Philos. Mag. B 81, 1485–1531 (2001).

9. S. A. Kivelson et al., Rev. Mod. Phys. 75, 1201–1241 (2003).
10. V. Cvetkovic, Z. Nussinov, S. Mukhin, J. Zaanen, Europhys. Lett.

81, 27001 (2007).
11. J. M. Tranquada, in Handbook of High-Temperature

Superconductivity, J. R. Schrieffer, J. S. Brooks, Eds. (Springer,
2007), chap. 6.

12. M. Vojta, Adv. Phys. 58, 699–820 (2009).
13. J. M. Tranquada et al., Nature 429, 534–538 (2004).
14. S. M. Hayden, H. A. Mook, P. Dai, T. G. Perring, F. Doğan,

Nature 429, 531–534 (2004).
15. G. Xu et al., Nat. Phys. 5, 642–646 (2009).
16. J. Zaanen, M. L. Horbach, W. van Saarloos, Phys. Rev. B 53,

8671–8680 (1996).
17. M. Eschrig, Adv. Phys. 55, 47–183 (2006).
18. J. Zaanen, O. Gunnarsson, Phys. Rev. B 40, 7391–7394

(1989).
19. K. Machida, Physica C 158, 192–196 (1989).
20. S. R. White, D. J. Scalapino, Phys. Rev. Lett. 80, 1272–1275

(1998).
21. G. Hager, G. Wellein, E. Jeckelmann, H. Fehske, Phys. Rev. B 71,

075108 (2005).
22. C. C. Chang, S. Zhang, Phys. Rev. Lett. 104, 116402 (2010).
23. S. R. White, D. J. Scalapino, Phys. Rev. B 92, 205112 (2015).
24. P. Corboz, T. M. Rice, M. Troyer, Phys. Rev. Lett. 113, 046402

(2014).
25. Y. F. Kung et al., Phys. Rev. B 93, 155166 (2016).
26. V. I. Iglovikov, E. Khatami, R. T. Scalettar, Phys. Rev. B 92,

045110 (2015).
27. See supplementary materials.
28. C.-C. Chen et al., Phys. Rev. Lett. 105, 177401 (2010).
29. M. Jarrell, J. E. Gubernatis, Phys. Rep. 269, 133–195 (1996).
30. K. Yamada et al., Phys. Rev. B 57, 6165–6172 (1998).
31. S. Anissimova et al., Nat. Commun. 5, 3467 (2014).
32. J. P. F. LeBlanc et al., Phys. Rev. X 5, 041041 (2015).
33. E. Müller-Hartmann, A. Reischl, Eur. Phys. J. B 28, 173–183

(2002).
34. C. Stock et al., Phys. Rev. B 71, 024522 (2005).
35. P. Dai, H. A. Mook, R. D. Hunt, F. Doğan, Phys. Rev. B 63,

054525 (2001).
36. H. A. Mook, P. Dai, F. Doğan, Phys. Rev. Lett. 88, 097004 (2002).
37. V. Hinkov et al., Science 319, 597–600 (2008).
38. B. O. Wells et al., Science 277, 1067–1071 (1997).

39. Y. S. Lee et al., Phys. Rev. B 60, 3643–3654 (1999).
40. S. Wakimoto et al., Phys. Rev. B 60, R769–R772 (1999).
41. S. Wakimoto et al., Phys. Rev. B 61, 3699–3706 (2000).
42. M. Matsuda et al., Phys. Rev. B 61, 4326–4333 (2000).
43. M. Matsuda et al., Phys. Rev. B 62, 9148–9154 (2000).
44. M. Matsuda et al., Phys. Rev. B 65, 134515 (2002).
45. H. Kimura et al., Phys. Rev. B 59, 6517–6523 (1999).
46. J. M. Tranquada, N. Ichikawa, K. Kakurai, S. Uchida,

J. Phys. Chem. Solids 60, 1019–1023 (1999).
47. J. M. Tranquada et al., Phys. Rev. B 54, 7489–7499 (1996).
48. N. Ichikawa et al., Phys. Rev. Lett. 85, 1738–1741 (2000).

ACKNOWLEDGMENTS

We thank A. Kampf, S. Kivelson, W.-S. Lee, Y. Lee, D. Scalapino,
R. Scalettar, J. Tranquada, and J. Zaanen for helpful discussions.
Supported by the U.S. Department of Energy (DOE), Office of Basic
Energy Sciences, Division of Materials Sciences and Engineering,
under contract DE-AC02-76SF00515; the Alexander von Humboldt
Foundation via a Feodor Lynen fellowship (C.B.M.); and the
University of Tennessee’s Science Alliance Joint Directed Research
and Development program, a collaboration with Oak Ridge National
Laboratory (S.J.). Computational work was performed on the
Sherlock cluster at Stanford University and on resources of the
National Energy Research Scientific Computing Center, supported
by DOE under contract DE-AC02-05CH11231. Data supporting
this manuscript are stored on the Sherlock cluster at Stanford
University and are available from the corresponding author upon
request. Source code for the simulations can be found at
https://github.com/cmendl/hubbard-dqmc. Sample input files are
included for the three-band Hubbard model as studied in this work.

SUPPLEMENTARY MATERIALS

www.sciencemag.org/content/358/6367/1161/suppl/DC1
Materials and Methods
Supplementary Text
Figs. S1 to S10
References (49–54)

19 September 2016; resubmitted 30 January 2017
Accepted 2 October 2017
10.1126/science.aak9546

Huang et al., Science 358, 1161–1164 (2017) 1 December 2017 4 of 4

RESEARCH | REPORT
on D

ecem
ber 1, 2017

 
http://science.sciencem

ag.org/
D

ow
nloaded from

 

http://science.sciencemag.org/


superconductors
 cupratecTNumerical evidence of fluctuating stripes in the normal state of high-

Edwin W. Huang, Christian B. Mendl, Shenxiu Liu, Steve Johnston, Hong-Chen Jiang, Brian Moritz and Thomas P. Devereaux

DOI: 10.1126/science.aak9546
 (6367), 1161-1164.358Science 

, this issue p. 1161, p. 1155Science
spin density modulations.

and/orin check to discern the ground state of the HM. Both groups found evidence for stripes, or one-dimensional charge 
 used five complementary numerical methods that kept each otheret al.of the HM at finite temperature, whereas Zheng 

 studied a three-band versionet al.computationally challenging. Two groups have tackled this important problem. Huang 
is−−all of which applies in the case of correlated electron systems−−particles are fermions, and the temperature is low

 from one lattice site to the next. Although it appears simple, solving the HM when the interactions are repulsive, the
 The Hubbard model (HM) describes the behavior of interacting particles on a lattice where the particles can hop

Numerics converging on stripes

ARTICLE TOOLS http://science.sciencemag.org/content/358/6367/1161

CONTENT
RELATED http://science.sciencemag.org/content/sci/358/6367/1155.full

REFERENCES

http://science.sciencemag.org/content/358/6367/1161#BIBL
This article cites 51 articles, 2 of which you can access for free

PERMISSIONS http://www.sciencemag.org/help/reprints-and-permissions

Terms of ServiceUse of this article is subject to the 

 is a registered trademark of AAAS.Science
licensee American Association for the Advancement of Science. No claim to original U.S. Government Works. The title 
Science, 1200 New York Avenue NW, Washington, DC 20005. 2017 © The Authors, some rights reserved; exclusive 

(print ISSN 0036-8075; online ISSN 1095-9203) is published by the American Association for the Advancement ofScience 

on D
ecem

ber 1, 2017
 

http://science.sciencem
ag.org/

D
ow

nloaded from
 

http://science.sciencemag.org/content/358/6367/1161
http://science.sciencemag.org/content/sci/358/6367/1155.full
http://science.sciencemag.org/content/358/6367/1161#BIBL
http://www.sciencemag.org/help/reprints-and-permissions
http://www.sciencemag.org/about/terms-service
http://science.sciencemag.org/

